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Motivation
❑ Realistic Graphs often display non-uniform patterns such as local homophily or heterophily.
❑ Most GNNs overlook these variations since they focus on global properties of the graph.
❑ Node-specific adaptations could boost performance.
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Mowst*

❑ Mowst may be easier to optimize, while 
Mowst* has a theoretically lower loss.

❑ Mowst(*) outperforms all other baselines under the same number of layers and hidden dimensions.
❑ The decoupling of the self-features and neighbor structures, along with the denoising effect of the 

weak expert are generally beneficial.

❑ Mowst and Mowst* are at least as expressive as 
the MLP or GNN expert alone.

Ø Mowst-GCN and Mowst*-GCN are more 
expressive than the GCN expert alone.

❑ The worst-case cost of Mowst-GNN or Mowst*-
GNN is similar to that of a vanilla GNN.

Expressive Power & Computation Complexity

❑ Mowst can substantially enhance the 
performance of state-of-the-art 
heterophilous GNNs like H2GCN, with 
the help of a relatively simple expert such 
as a standard MLP.

❑ Specialization via Data Splitting. Both 
Mowst and Mowst* adapt their expert 
collaboration based on the confidence-
weighted loss across various graphs. 

❑ See Appendix for the empirical findings on 
denoised fine-tuning. 

Future Work

❑ Multi-expert (e.g., Mixture of progressively 
stronger experts, hierarchical mixture)

❑ Weak and strong experts in non-graph 
domains (e.g., NLP, computer vision)
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