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4 1. Motivation \

« Hateful Meme Detection!!! is a crucial task in the field of multimodal research, aiming to identify « Datasets: Facebook Hateful Meme (FHM), Multimedia Automatic Misogyny Identification (MAMI)
content that combines text and images to propagate hate speech or offensive messages. and Harmful Meme (HarM)
Metrics: Accuracy (ACC) and Area Under Curve (AUC)
Hateful Meme Definition Baselines: Typical Supervised Models (e.g., CLIP BERT), APl-based (e.g., GPT-4V and Gemini) and
“A direct or indirect attack on people based on characteristics, open-source LMMs (e.g., LLaVA-1.5, MiniGPT-v2)
including ethnicity, race, nationality, immigration status, religion,
Dataset: FHM | Dataset: MAMI | Dataset: HarM

caste, sex, gender identity, sexual orientation, and disability or

e seecce RN e Ve ko Methods Model Size
ol ; b S e s oy AUCT ACCT|AUCT ACCY |AUCT ACCY
antooweae i s IV - ,‘ : inferiority, arLdr;jil?s(:;s‘c’x:‘::zl‘zrc\:rds:iicfszzr;‘yock|ng hate ' Typical Models (full-Supervised)
m— CLIP BERT (Pramanick et al., 2021) <1B 583 | 777 68.4 82.6 80.8
Text BERT (Kiela et al., 2020) <1B 66.1 57.1 74.5 674 81.4 78.7
+ Motivation: (a) extensive evolution!?! of memes fusing together complicates the detection of Image-Region (Kiela et al., 2020) <IB 567 523 | 702 642 | 745 731
hateful memes as they continuously evolve, bring new cultural elements to form new expressions. API-based LMM (Zero-shot)
(b) suffer from limitations in interpretability and adaptability. Gemini-Pro-V (Team et al., 2023) ‘ - ‘ 66.0 65.7 | 74.5 74.5 71.3 76.2
(b) Conventional Two-  (‘Interpretability:  Evolutionary: GPT-4V (OpenAl 2023) - 70.5 703 - - - -
B ® e Open-source LMM (Zero-shot)
(@) The Evclon of . R 4 Text Encoer . Openflamingo (Awadalla et al., 2023) 7B 570 564 | 56.8 56.8 517 55.8
Nwoutionof - . “Sad Frog S @ LLaVA-1.5 (Liu et al., 2023a) 13B 61.8 614 | 574 574 | 550 545
. MMICL (Zhao et al., 2023) 1B | 599 604 | 673 673 | 521 6338
@boharony | ————— MiniGPT-v2 (Zhu et al., 2023) 7B 588 591 | 623 623 | 571 603
— BLIP-2 (Li et al., 2023b) 11B 564 558 | 594 594 568  60.6
R Tex InstructBLIP (Dai et al., 2023) 13B 59.6 60.1 | 64.1 64.1 557  60.1
» The meme of Evolver (Ours) 11B 635 636 | 686 68.6 67.7 655
T ot i craer mven R e " Evolver' (Ours) 13B | 623 625 | 599 599 | 593 573

Image Encoder

Qisclaimer: This paper contains offensive content that may be disturbing to some readey \ j
Methodolog \ / 4. Visualizatio

Evolver simulates the evolving and expressing process of memes
and reasons through LMMs in a step-by-step manner Evolution Memes Evolution Information

« Evolutionary Pair Mining: Motivated by Qu.et al [3], the evolution of a meme is defined as new
memes that emerge by fusing other memes or cultural ideas. Therefore, the evolution of memes o
and old memes share similar textual and visual semantic regularities. Given a target image-text paif, Q21 this meme ateful
we retrieve the top-K similar memes using cosine similarity: orror et

in the eaptions for images 2
word is a derogatory term for people

considered hateful and offensive.
It is important to note that using such language is

Baseline Pred: Non-hateful.

®

memes = {A;|cos(A, B); € Top(cos(A, B))} QIY“<:D

o non-hateful?
Evolver Pred: hateful.(/

also perpetuates negati
stigmatization. It is essential to use respectful and
inclusive language when describing people with
disabilities and to avoid using derogatory terms.

« Evolution Information Extractor: To extract the information which we are interested in (e.g.,
hateful component), we summarize paired memes with the help of a large multimodal model.
The whole process can be expressed as follows:

Evolution Information

The common hateful feature in these i
caption pairs is the use of dero
and stereotypes to demean and d
against women. In the image cap
there are instances where women are being
or non-hateul? i g0 2N objectified and reduced to their physical
Bascline Pred: Non-hateful. Eo appearance or sexual characteristics. Overall,
. the common hateful feature in these image
caption pairs is the use of language and
stereotypes that promote discrimination,
objectification, and violence against women.

Info = LMM([memeStop, ; Xextract])

« Contextual Relevance Amplifier: To enhance the in-context hatefulness information, we add a
contextual relevance amplifier to the LMM during evolution information extraction and final

s at fidget spinner
prediction. The whole process can be expressed as follows: ornon-hateul? for woman

Evolver Preds haterul. (/)

§ = LMM([memesr, X p, Info, Amp])

Extract the common harmful feature of these image caption pairs
based on the following hatefulness rules:

Q: I this meme hateful

AI'Iy attacks on characteristics includi"g ethnicity ‘or non-hateful? \"get your nails read; \ounc»ork!mu \»hcnmu.
2 X il i TR Baseline Pred: Non-hateful. have to show them of hese captions use offensive
race, nationality, immigration status, religion, . ® humor and make light of serious issues, which can
" 2 2 5 . = be hurtful and inappropriate. It is important to be
C?Ste{ sex, ge"_der identity, sexual_ orientation, and respectful and considerate when communicating
disability or disease should be considered hateful. We Q: 1 this meme hteful with others, and using hateful language or making
: : PO : 0 ffensi kes i ble.
define attack as violent or dehumanizing (comparing i ) (eI CE
people to non-human things, e.g. animals) speech,
statements of inferiority, and calls for exclusion or OCR: st thing shost e bl
: Evolution Information

segregation. Mocking hate crime is considered hateful.

Input: [image 0 : <image0>, caption 0 : texts[0], image 1 : <im-
agel>, caption 1 : texts[1], image 2 : <image2>, caption 2 : texts[2],
, image 3 : <image3>, caption 3 : texts[3], image 4 : <image4>, PR

caption 4 : texts[4]’] Baseine Prd Non-hattul,

Output: [Here is your response] V

Q: s his meme hateful

humor and sati

Qs s this meme hateful
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