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Regression: To explore whether perceptions of Al differ
between tech-centric and non-tech groups, we run LIWC [3]
and then regress emotion and tone on 1if comment belongs to
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As Al continues to advance and integrate into society,
it’s essential to gain insights into how public perceive
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